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ABSTRAK

Kualitas udara yang bersih sangat penting untuk kelangsungan hidup manusia. Namun, DKI Jakarta
saat ini menghadapi tantangan serius dengan kualitas udara terburuk di dunia, yang disebabkan oleh
aktivitas manusia, termasuk industri dan penggunaan bahan bakar fosil. Dalam konteks ini, model klas-
ifikasi, khususnya algoritma Decision Tree, dapat berperan dalam memahami faktor-faktor yang
mempengaruhi kualitas udara serta mengklasifikasikan Indeks Standar Pencemar Udara (ISPU). Kajian
ini bertujuan untuk menganalisis klasifikasi dengan menggunakan metode CRISP-DM guna mengiden-
tifikasi pola dan parameter yang memengaruhi pencemaran udara. Penelitian ini mengevaluasi enam
parameter, yaitu karbon monoksida (CO), sulfur dioksida (SO2), nitrogen dioksida (NO2), ozon (O3),
serta partikel debu PM2.5 dan PM10. Kategori level ISPU yang dianalisis meliputi Baik, Sedang, dan
Tidak Sehat. Hasil penelitian menunjukkan bahwa model yang digunakan memiliki performa yang san-
gat baik, dengan akurasi mencapai 97,01%. Dari analisis, PM2.5 ditemukan memiliki korelasi tertinggi
terhadap Indeks Standar Pencemar Udara, sementara ozon terbukti efektif dalam membedakan antara
kualitas udara yang sedang dan tidak sehat.

Kata kunci: CRISP-DM, Decision Tree, Klasifikasi, Kualitas Udara

ABSTRACT
Clean air quality is very important for human survival. However, DKI Jakarta is currently facing seri-
ous challenges with the worst air quality in the world, which is caused by human activities, including
industry and the use of fossil fuels. In this context, classification models, especially the Decision Tree
algorithm, can play arole in understanding the factors that influence air quality and classifying the Air
Pollution Standard Index (ISPU). This study aimsto analyze classificationusing the CRISP-DM method
to identify patterns andparameters thatinfluence air pollution. This research evaluates six parameters,
namely carbon monoxide (CO), sulfur dioxide (SO2), nitrogen dioxide (NO2), ozone (O3), and PM2.5
and PM 10 dust particles. The ISPU level categories analyzed include Good, Medium and Unhealthy.
Theresearchresults show that the modelused has verygoodperformance, with an accuracy of97.01%.
Fromthe analysis, PM2.5was foundto havethe highest correlationto the Air Pollution Standard Index,
while ozone was proven to be effective in distinguishing between moderate and unhealthy air quality.

Keywords: CRISP-DM, Decision Tree, Classification, Air Quality

1. PENDAHULUAN

Udara memainkan peran krusial dalam mendukung kehidupan makhluk hidup di Bumi. Proses me-
tabolisme yang esensial bagi organisme tidak dapat berjalan tanpa adanya oksigen yang diambil dari
udara [1]. Meskipun oksigen merupakan komponen utama, udara juga mengandung berbagai zat lain,
seperti karbon monoksida, karbon dioksida, sulfur dioksida, nitrogen oksida, ozon, dan zat-zat lainnya
[2]. Beberapadari zat-zat inimasih dapat ditoleransi oleh tubuh selama konsentrasinyaberada di bawah
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batas normal [3]. Namun, jika melebihi batas yang ditentukan, dapat menyebabkan dampak serius pada
kesehatan manusia, seperti penyakit jantung, infeksi pernapasan, stroke, asma, hingga penyakit paru
[4]. Salah satu faktor penyebab peningkatan konsentrasi zat-zat tersebut dalam udara adalah aktivitas
manusia [5].

Kualitas udara menjadi elemen kritis dalam dinamika perkotaan, dengan dampak langsung pada
kesehatan masyarakat dan keberlanjutan lingkungan. DKI Jakarta, sebagai pusat ekonomi dan urban-
isasi yang berkembang pesat di Indonesia, memperlihatkan tingkat kualitas udara yang mengkhawatir-
kan, menjadikannya salah satu kota dengan tingkat polusi udara tertinggi di dunia [6]. Menurut peman-
tauan Kualitas Udara oleh US Air Quality Index (AQI) pada kuartal ketiga tahun 2019, Jakarta pemah
mencapai peringkat teratas sebagai kota dengan kualitas udara terburuk, mencapai angka 179, yang
dikategorikan sebagai tidak sehat, terutama melalui parameter PM2,5 dengan konsentrasi hingga 110
pg/m?[7]. Selain itu, studi yang dilakukan oleh [8] di DKI Jakarta menunjukkan bahwa selama periode
2017 hingga 2019, kualitas udara terus memburuk, ditandai dengan peningkatan jumlah hari dengan
tingkatkesehatanudara yangmemburuk setiap tahunnya. Meskipunterjadi penurunan aktivitas manusia
pada tahun 2020 dan 2021 akibat pandemi COVID-19, kualitas udara DKI Jakarta tetap mencapai ting-
kat sedang hingga tidak sehat. Penyebab utama dari kondisi ini, selain dari aktivitas manusia pada
umumnya, adalah kontribusi dari pabrik industri dan pembangkit listrik berbahan bakar fosil di sepan-
jang wilayah administratif Jakarta [9].

Berdasarkan Keputusan Badan Pengendalian Dampak Lingkungan (Bapedal) Nomor KEP-
107/Kabapedal/11/1997, pemerintah Indonesia menetapkan Indeks Standar Pencemar Udara (ISPU) se-
bagai acuan untuk mengevaluasi kualitas udara di suatu wilayah dan dampaknya terhad ap kesehatan
manusia setelah menghirup udara tersebut dalam rentang waktu beberapa jam hingga beberapa hari.
Tingkatan ISPU menjadi penentu sejauh mana udara yang dihirup dapat memengaruhi kesehatan, di
mana semakin tinggi level ISPU, semakinburuk kualitas udara yangterhirup oleh individu. ISPU dibagi
menjadi lima level, yakni Baik, Sedang, Tidak Sehat, Sangat Tidak Sehat, dan Berbahaya [10].
Penelitian tentang implementasi data mining untuk menentukan Indeks Standar Pencemar Udara juga
telah dilakukan [11] dengan menggunakan algoritma Decision Tree untuk menentukan kualitas udara
di provinsi DKI Jakarta. Berdasarkan hasil pengujian menunjukkan bahwa klasifikasi dengan
menggunakan Decision Tree mendapatkan nilai Akurasi sebesar 95,89%.

Decision Tree atau Pohon Keputusan adalah suatu model prediktif dalam analisis data yang me-
manfaatkan struktur berbentuk diagrampohon. Dalam diagramini, setiap node (simpul) mewakili kepu-
tusan atau nilai-nilai tertentu, sedangkan cabang-cabangnya mencerminkan hubungan antara keputusan
tersebut dengan nilai-nilai yang terlibat [12]. Pada setiap simpul keputusan, pohon tersebut bercabang
sesuai dengan fitur atau atribut tertentu, dan proses ini berlanjut hingga mencapai simpul daun (leaf
node) yang menghasilkan prediksi akhir atau keputusan akhir [13].

Kajian mengenai Indeks Kualitas Udara (AQI) bertujuan untuk memahami kondisi udara di suatu
wilayah dan dapat memanfaatkan teknik data mining untuk melihat pola pencemaran udara. Dengan
menggunakan pendekatan ini, peneliti dapat mengidentifikasi parameter-parameter yang berperan da-
lam meningkatkan intensitas pencemaran udara. Data yang dihasilkan akan memberikan kontribusi
penting bagi pemerintah, masyarakat, dan sektor industri dalam merancang kebijakan, melindungi
kesehatan, serta mengurangi emisi gas berbahaya. Semakin dini penelitianini dilakukan, makasemakin
cepat langkah-langkah penanganan polusi udara dapat diimplementasikan sehingga dapat membawa
dampak positif bagi kesehatan seluruh warga.

2. METODE PENELITIAN

Penelitian ini menggunakan dataset Indeks Pencemar Standar Udara DKI Jakarta dikumpulkan dari
laman situs terbuka pemerintah DKI Jakarta http://www.data.jakarta.go.id/ berupa berkas CSV yang
diseleksi per SPKU dan per daerah, yaitu Jakarta Pusat (DKI1), Jakarta Utara (DKI2), Jakarta Selatan
(DKI3), Jakarta Timur (DKI4), dan Jakarta Barat (DKI5) pada tahun 2021. Penelitian ini menggunakan
metodologi CRISP-DM dalam memecahkan masalah yang umum di bisnis dan penelitian misalnya da-

10



=== yrnal Fraction, Vol. 5 No.1, Juni 2025, Hal. 9-17
E-ISSN: 2830-2028; P-ISSN: 2962-1402
Dipublikasi: Juni 2025

lam pengembangan sistem peringatan dini untuk polusi udara. Proses CRISP-DM ini dimulai dari busi-
ness understanding, data understanding, data preparation, modelling, evaluation, dan deployment. Da-
lam penelitian ini, algoritma yang digunakan adalah Decision Tree, dengan tahap evaluation
menggunakannilai confusion matrix (accuracy), Recall, dan Precisionkemudian dianalisisuntuk mem-
bentuk pengetahuan baru [14]. Penelitian untuk mengklasifikasikan level Indeks Standar Polusi Udara
sebagai penentu kualitas udara di DKI Jakarta menggunakan skema alur penelitian sebagai berikut:
Bagian ini memuat metode penelitian yang digunakan untuk mencapai hasil penelitian. Cara atau
metode penelitian mengandunguraiantentang cara-carapelaksanaan penelitian, yang mencakup subjek
penelitian, populasi dan sampel, teknik pengumpulan data, dan teknik analisis data.

Gambar 1 Metodologi CRISP-DM dengan tahapan business understanding, data understanding, data
preparation, modelling, evaluation, dan deployment.

2.1 Business Understanding
Dalam tahapan ini ada beberapa hal yang dilakukan seperti memahami kebutuhan serta tujuan dari

bisnis yang selanjutnya akan didefinisikan ke dalam data mining, kemudian menentukan rencana dan
strategi untuk mencapai tujuan data mining. Adapun yang menjadi masalah dari penelitian ini adalah
Indeks Standar Pencemaran Udara di wilayah Kota Jakarta [15]. Domain Understanding merupakan
istilah lain pada proses ini, karena tidak semua subjek dalam standard process for data mining merupa-
kan sebuah entitas bisnis [16].

2.2 Data Understanding
Tahapan data understanding berfokus pada pemahaman awal mengenai data yang dibutuhkan un-

tuk memecahkan permasalahan bisnis yang diberikan. Tujuannya adalah untuk menentukan tujuan,
mengidentifikasi data yang relevan, dan memahami kebutuhan pengguna [17].

2.3 Data Preparation

Pada tahap ini, data akan dibersihkan dengan menghilangkan data yang memiliki missing value,
data duplikat, data yangtidak lengkap, danatribut yangtidak digunakan. Selanjutnya, karena klasifikasi
merupakan pembelajaran supervised learning, maka diperlukan tahap pelabelan pada atribut yang akan
diklasifikasikan [18].

2.4 Modelling

Fokus tahap ini adalah pengembangan model data mining. Langkah-langkahnya mencakup pemili-
han algoritma yang sesuai, pelatihan model, dan evaluasi model yang telah dibuat. Penelitian ini
menggunakan model klasifikasi dengan algoritma Decision Tree. Algoritma tersebut dipilih karena
dapat memproses data dalam bentuk polynomial, sesuai dengan format label ISPU. Algoritma Tree
biasa dipakai untuk pengenalan pola statistik. Decision Tree terbuat dari tiga simpul yaitu leaf, lalu
terdirijuga darisimpul rootyang merupakantitik awal dari suatu decisiontree, dan yang terak hir adalah
simpul perantara yang berhubungan dengan suatupengujian [ 13]. Untuk menentukan atribut mana yang
paling tepat untuk menjadi akar pertama dalam algoritma decision tree diperlukan perhitungan nilai
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gain dari masing-masing atribut. Nilai gain yang paling tinggi akan menjadi akar pertama. Namun,
sebelum melakukan perhitungan nilai gain, diperlukan nilai entropi dari kumpulan data terlebih dahulu.
Nilai entropi dapat dihitung menggunaakan persamaan 1.

Entropy(S) = ZjL, —pi.log,pi (1)

Dimana S merupakan himpunan kasus, n adalah jumlah partisi S, dan pi adalah proporsi S; terhadap S.
Selanjutnya nilai gain dapat dihitung merrllggunakan persamaan 2.
) Si ) @
Gain(S,A) = Entropy(S) — ST x Entropy (Si)
t=1
Dengan S merupakan himpunan kasus, A adalah fitur, dan n adalah jumlah partisi atribut A. Untuk
proporsi S; terhadap S diwakili oleh |Si| dan jumlah kasus terhadap S diwakili dengan |S].

Pada tahap ini juga akan dilakukan analisa untuk mengidentifikasi pengaruh pada masing-masing
atribut menggunakan korelasi pearson. Korelasi pearson adalah salah satu dari pengujian korelasi yang
digunakandalammengetahui derajatkeeratan hubungan dua variabel yang memiliki interval atau rasio,
berdistribusi normal, serta mengembalikan nilai koefisien korelasi dengan rentang nilai antara -1, 0 dan
1 [19]. Nilai koefisien korelasi pearson dapat dihitung menggunakan persamaan 3.

nZL XY — 2L X 2L Y 3)

(TP [ YA )’

r =

Semakin mendekati angka 1 sebuah nilai korelasi yang dihasilkan, maka semakin kuat hubungan
atribut tersebut, dan semakin mendekati angka 0 sebuah nilai korelasi maka semakin lemah hubungan
atribut tersebut.

2.5. Evaluation
Tahap ini bertujuan untuk mengevaluasi kinerja model data mining dan menentukan apakah model
tersebutlayak digunakan [20]. Hasil analisistersebut akan menghasilkannilai akurasi, presisi, danrecall
yang didapatkan dari confusion matrix yang dapat dilihat dari Tabel berikut ini:
Tabel 1 Confusion Matrix

Actual Positive Negative
Predicted Positive True Positive (TP) False Positive (FP)
Negative False Negative (FN) True Negative (TN)

Perhitungan nilai akurasi, presisi, dan recall dapat dihitung menggunakan persamaan 4, 5, dan 6.

= nZit XY — L X2 Y 4)
\/nZiTi1Xi2(Zin=1Xi)2\/nzi11yi2(2?=1yi)2
Precision = L X 100% (%)
TP + FP
Recall = L X 100% ©)
TP+ FN

3. HASIL DAN PEMBAHASAN
3.1 Business Understanding

Implementasi dalam penelitian ini terkait dengan data pencemaran udara di suatu arca dan dapat
menggunakan data mining untuk melihat pola pencemaran udara, mengidentifikasi parameter-parame-
ter apa saja yang mempengaruhi tingginya intensitas pencemaran udara di wilayah DKI Jakarta, dan
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memberikan informasi yang berharga bagi pemerintah, masyarakat, dan industri. Hasil penelitian di-
harapkan dapat meningkatkan kesadaran akan dampak pencemaran udara, mendorong usaha pengu-
rangannya, dan akhirnya menciptakan lingkungan yang lebih sehat dan berkelanjutan.

3.2 Data Understanding

Hasil seleksi pengumpulan dataset Indeks Pencemar Standar Udara (ISPU) di wilayah Kota Jakarta
pada tahun 2021 adalah sebagai berikut:

Tabel 2 Jumlah Rcord Dataset Tahun 2021

Bulan Jumlah Record dalam se-
luruh dataset
Januari 31
Februari 28
Maret 31
April 30
Mei 31
Juni 30
Juli 31
Agustus 31
September 30
Oktober 31
November 30
Desember 31
Total 365

3.3 Data Preparation

Dalam meningkatkan efisiensi dan keperluan klasifikasi level ISPU, perlu dilakukan penyesuaian
terhadap 12 dataset yang terdiri dari 365 record. Hal ini meliputi pemilihan atribut yang relevan serta
perlu dilakukan proses data preparation pada atribut tertentu sebagaimana dapat dilihat pada Tabel 3
berikut.

Tabel 3 Atribut Data ISPU DKI Jakarta

Atribut Data Kosong Proses Keterangan
Tanggal 0 Tidak digunakan Waktu pengambilan
data ISPU
PM10 31 Digunakan Partikel debu yang

berukuran kurang dari
10 mikrometer

PM2.5 0 Digunakan Partikel debu yang
berukuran kurang dari
2,5 mikrometer

SO2 0 Digunakan Sulfur dioksida

CcO 0 Digunakan Karbon monoksida

03 0 Digunakan Ozon

NO2 0 Digunakan Nitrogen oksida

Categori 0 Digunakan Kategori hasil perhi-
tungan tingkat ISPU

13
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Location 0 Tidak digunakan Lokasi SPKU yang
melakukan pengambi-
lan data

Tabel 3 di atas, terdapat beberapa atribut yang tidak digunakan, diantaranya adalah Tanggal dan
Location. Untuk atribut PM2,5 diperlukan tahap preparation untuk mengatasi data yang kosong yakni
penghapusan data tersebut. Sedangkan untuk atribut Categori walaupun tidak terdapat data kosong na-
mun perlu dilakukan preparation data untuk dilakukan proses transformasi data yang bertujuan men-
gubah nilai-nilai data ke dalam skala 1, 2, dan 3. Setelah itu, dilakukan pembersihan data terhadap nilai
duplikat untuk mencegah terjadinya bias dalam proses klasifikasi.

3.4 Modeling

Pada tahap ini, model klasifikasi menghasilkan pola informasi yang mendukung para pemangku
kepentingan dalam memprediksi pencemaran udara serta mengidentifikasi parameter yang
mempengaruhinya. Prosesini dilakukan menggunakan Google Collaboratory dan bahasa pemrograman
Python, dengan mengintegrasikan 12 dataset menjadi satu yang terdiri dari 334 record setelah proses
persiapan. Selanjutnya, identifikasi korelasi antar atribut dilakukan dengan menggunakan metode ko-
relasi Pearson untuk analisis yang lebih mendalam.

pnle pm25 302 <o o3 no2 max categori
04040585 B FILE 0.613175
0.391858 B E 0.761951

0414410

0.779663
s02 0414410 0454264
0329441 0266070

0171012

0454264 |00

1.000000

0156762 1.000000 0.068663 KA

0.171012 0247506 0.068663 1.000000

no2 0404055 0391858 0.454816 0.720635 RREEL V]

037088
LTYRN 0561248 0.950608 XTIV BOSE0060N 0220306 §ikTer:-Y 1.000000

catogorl 0.613175 0.761951 (koL - MORLEPPVSERIAFSMPE TR 0775021

0.775921

Gambar 2 Hasil analisa masing-masingatribut padadataset Indeks Standar Pencemar Udaradi wilayah
Kota Jakarta pada tahun 2021

Dalam penelitian ini menggunakan 7 atribut, diantaranya adalah PM10,PM2.5, SO2, CO, O3, NO2,
dan Categori. Hasil korelasi matriks ini menunjuk bahwa atribut PM2,5 memiliki korelasi yang cukup
tinggi dengan indeks kualitas udara di wilayah kota Jakarta den gan nilai korelasi sebesar 0,762. Selan-
jutnya dilakukan proses data mining menggunakan algoritma Decision Tree untuk dijadikan model
klasifikasi menggunakan feature selection berupa backward elimination untuk mereduksi informasi
yang tidak relevan dan juga holdout validation untuk membagi dataset menjadi data latih dan data uji
dengan pembagian 0,2 dimana 80% merupakan data latih dan 20% menjadi datauji. Random state yang
digunakan adalah 42, hal ini dapat membantu memastikan hasil yang konsisten dari algoritma machine
learning, sehingga memudahkan untuk membandingkan kinerja algoritma yang berbeda. Berikut hasil
pengolahan data algoritma Decision Tree.
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Gambar 3 Hasil pohon keputusan setelah dilakukan pengolahan data menggunakan algoritma decision
tree

Hasil inimerupakan visualisasi pengolahan data pada algoritma decision tree menghasilkan 3 nodes,
4 leaf, dan 3 tingkat kedalaman. Pada root node memiliki splitting kriteria pada atribut PM2,5 <100,5
dengan kata lain hal ini memanfaatkan atribut PM2,5 sebagai pemecah kondisi sebelumproses splitting.
Berdasarkan nilai atribut O3 < 113,5 dapat dilihat dari nilai gini impurity yang rendah pada node 3
adalah 0,013 yang kemudian membagi data menjadi dua class yang murni, yaitu class "Tidak Sehat"
dan class "Sedang". Pada leaf 4 nilai gini impurity adalah 0,0 hal ini menunjukkan bahwa nilai O3
(0ozon) memiliki kemampuan untuk membedakan antara dua kelas tersebut dengan efektif. Nilai ozon
yang tinggi menunjukkan bahwa kualitas udara tidak sehat, sedangkan nilai ozon yang rendah menun-
jukkan bahwa kualitas udara sedang.

3.5 Evaluation
Hasil pengujian algoritma pohon keputusan mengasilkan Tabel confision matrix yang dapat dilihat
pada Tabel 4 dan tabel confusion matrix tersebut dapat direpresentasikan ke dalam bentuk nilai akurasi,
presisi, dan recall pada Tabel 5.
Tabel 4 Confusion Matrix Decision Tree

TB TS TTS

PB 0 0 0
PS 1 43 0
PTS 0 1 22

Keterangan:

TB : True Baik

TS : True Sedang

TTS : True Tidak Sehat

PB : Prediksi Baik

PS : Prediksi Sedang

PTS : Prediksi Tidak Sehat

Tabel 5 Hasil Evaluasi Algoritma Decision Tree

Evaluasi Hasil
Accuracy 0,9701
Precision 0,9850
Recall 0,9701

Darihasil evaluasi pada tabel 5 diketahui bahwa algoritma decision treemenunjukkannilai acuuracy
sebesar 97,01% dengan jumlah prediksi benar sebanyak 65 data dari 67 data yang diuji.
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3.6 Deployment

Model klasifikasi data mining menggunakan algoritma Decision Tree memberikan wawasan ber-
harga dalam memantau kualitas udara. Atribut O3 dapat dengan jelas membedakan antara kategori
kualitas udara "Sedang" dan "Tidak Sehat," yang sangat membantu bagi para ahli lingkungan dan
masyarakat dalam mengambil tindakan pencegahan yang diperlukan. Selain itu, PM2,5 menunjukkan
korelasi yang signifikan dengan Indeks Standar Pencemar Udara (ISPU), mengindikasikan tingkat
polusi yang tinggi di Jakarta. Partikel PM2,5, yang dihasilkan dari pembakaran bahan bakar dan aktivi-
tas industri, dapat menimbulkan masalah kesehatan yang serius. Di Jakarta, [ISPU PM2,5 sering kali
mencapai tingkat yang tidak sehat, sehingga sangat penting untuk melakukan upaya pengurangan emisi
dari sektor transportasi dan industri demi meningkatkan kualitas udara serta kesehatan masyarakat.

4. KESIMPULAN DAN SARAN

Penelitian dengan menggunakan dataset Indeks Pencemar Udara di wilayah Kota Jakarta dengan
algoritma Decision Tree menggunakan holdout validation 0,2 menghasilkan testing data sebanyak 67
record yang kemudian dianalisis dan mendapatkan hasil dengan performa accuracy yang baik sebesar
97,01%. Berdasarkan hasil penelitian yang telah dilakukan, dapat disimpulkan bahwa:

1. Model klasifikasi data mining dengan menggunakan algoritma Decision Tree dapat mem-
berikan informasiyangbergunadalam memantau kualitas udara di wilayah Kota Jakarta. Model
ini dapat digunakan untuk memprediksi tingkat pencemaran udara berdasarkan data-data yang
tersedia seperti tingkat konsentrasi polutan.

2. Atributyangmemilikikorelasi tertinggi terhadap indeks standar pencemarudara adalah PM2,5.
Hal ini menunjukkan bahwa konsentrasi PM2,5 di wilayah Kota Jakarta cukup tinggi dan men-
jadi salah satu faktor utama yang mempengaruhi tingginya intensitas pencemaran udara di kota
tersebut.

3. Atribut O3 terbukti memiliki kemampuan untuk membedakan antara kualitas udara yang “Se-
dang” dan “Tidak Sehat”. Hal ini menunjukkan bahwa konsentrasi ozon yangtinggi dapat men-
jadi indikator awal terjadinya pencemaran udara yang tidak sehat.
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